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Abstract — While governments are ramping up their efforts to slow down
the spread of COVID-19, contact tracing apps are being developed to record
interactions and warn users if one of their contacts is later diagnosed positive.
These apps could help avoid long-term confinement, but also record fine-grained
location or close-proximity data. In this blog post, we propose 8 questions one
should ask to understand how protective of privacy an app is.

April 2, 2020

As strong measures are being put in place to slow down the spread of COVID-19,
many are looking at how technology and data could help. With many countries
using mobile phone location data [1,2,3,4,5] to analyze the effectiveness of social
distancing measures and help predict the potential geographic spread of the
disease, the focus has now shifted to whether mobile phones could also help warn
users if they have been exposed to an infected person.

Contact tracing apps are being developed in the UK [6], US [7], Germany
[8], with one already deployed in Singapore [9]. These apps have increasingly
come under the spotlight as a potential long-term way to monitor the virus.
Epidemiologists say that it could prove vital [10, 11] to avoid long-term extreme
confinement measures. The data handled by these apps, from location data [12]
to fine-grained close proximity information [13] and whether a person might be
infected and should self-quarantine is however very sensitive.

In our Mar 21 blog post [14], we emphasized how we do not have to pause privacy
laws and regulations [15] and how privacy engineering can help measure and
limit the spread of the virus without resorting to mass surveillance.

When it comes to contact tracing, this however requires to go beyond simple re-
assurances that the phone numbers aren’t recorded, that everything is encrypted,
that pseudonyms are changing, or that the app is based on consent. Indeed, a
large range of techniques exist to circumvent those protections. For instance,
scores [16] have been developed to re-identify individuals in location [17] or graph
datasets [18, 19], session fingerprinting [20] could be used to link a pseudonymous
app user to an authenticated web visitor, and node-based intrusions would allow
to track users [21].
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Apps are being developed around the world and are likely to be available within
weeks. If they are proven useful, governments, health authorities, and users will
have to evaluate the different approaches and decide whether to adopt them.

Privacy is a crucial component in the equation. In this post, we propose 8
questions one should ask to assess privacy in contact tracing apps.

Contact tracing — Setup

We here focus on contact tracing apps installed by users and empowering them:
apps informing users that they have been in close proximity with an infected
individual in the past and providing them with recommendations on what to do.

The privacy setting for such an app typically involves the following entities:

e Users who install the app on their phone;

o Authority (e.g. the government or a healthcare provider) that runs a
central server coordinating the contact tracing;

+ External entities: malicious apps, users, a foreign agency, or a company
who is trying to take advantage of the situation to collect data or tamper
with the contact tracing.

We use user to refer to anyone using the app, infected for users who have been
tested and were found to be positive, and at risk for users who have been in
close contact with someone who was later found to be infected.

A digital contact tracing app would typically work like this: Bluetooth signals or
location information are recorded by phones; when a user is diagnosed positive
(infected), they upload their data (under some form) to the authority, which then
arranges for other users to learn that they are at risk because they interacted
with an infected person.

To illustrate the vulnerabilities our questions are meant to surface, we use three
“toy” protocols. Note that they are only meant to illustrate the questions and are
not complete, deployable solutions for contact tracing, nor even good protocols.

Toy protocol 1 (using location):

e FEach app only records its own location.

e When a user reports as infected, they send their trajectory (location and
time) to the authority.

e The authority shares the pseudonymous trajectories of all infected users
with every user. Users can then check if they were in close contact with an
infected individual.

Toy protocol 2 (using Bluetooth):

o Each app broadcasts a unique identifier assigned by the authority through
Bluetooth.
e When two phones are near to one another, they exchange these identifiers.



e When a user reports as infected, they send all the identifiers they encoun-
tered to the authority.

o The authority contacts all the users whose identifier was encountered by
an infected user.

Toy protocol 8 (using Bluetooth):

e Each app broadcasts a unique identifier using Bluetooth, assigned by the
authority. This unique identifier is reset every hour.

e When two phones are near to one another, they exchange these identifiers.

e When a user reports as infected, they send all the identifiers that they
have used (one per hour) to the authority.

e The authority shares the identifiers of all infected users with every user.
Users can then check if they encountered one of these identifiers recently.

Using this vocabulary and definitions, we propose 8 privacy questions that we
would like app developers to answer. We hope these questions will help start a
high-level discussion to systematically evaluate potential vulnerabilities and real
risks in existing and future contact tracing apps.

The questions

1. How do you limit the personal data gathered by the authority?

Large-scale collection of personal data can quickly lead to mass surveillance.

In protocol 1, the authority learns the whole trajectory of infected users. In
protocol 2, the authority learns the entire pseudonymous social graph of infected
users, along with timestamps, which has been shown to be easily re-identifiable
[18]. Both collect large amounts of personal data. Protocol 3 does better in
that regard, with the authority only observing the pseudonyms of infected users
(with changing identifiers).

2. How do you protect the anonymity of every user?

Users’ identities should be protected. Special measures should be put in place to
limit the risk that users can be re-identified by the authority, other users, or
external parties.

Protocol 1 doesn’t technically give the authority the identity of users. However,
research [17] shows that location traces are highly unique, and could probably
be easily linked back to a person. Protocol 2 is worse, as the users are given a
unique identifier by the authority, which can link these identifiers to the phone.
Protocol 3 is much better — as long as connections with the server are anonymous
(e.g. using Tor [22] or mixes [23]), the user’s identity could be kept secret.

3. Does your system reveal to the authority the identity of users who
are at risk?



The goal of contact tracing is to let people know they have been in contact with
someone who was infected. The authority should not know who these people are.
No for protocols 1 and 3, which never require data from non-infected users. Yes
for Protocol 2, in which the authority explicitly contacts at risk users, and could
use this information to, e.g., force them into quarantine.

4. Could your system be used by users to learn who is infected or at
risk, even in their social circle?

Having been in contact and infecting someone may become a matter of life and
death. Digital contact tracing should warn people at risk without revealing who
might have infected them.

Protocol 1 exposes the full data of infected users publicly: every user can then
check if a particular person they know is in the dataset. In protocol 3, a user
at risk learns the hour at which they met an infected user, and can probably
find out who infected them. Protocol 2, on the other hand, prevents users from
learning anything about one another.

5. Does your system allow users to learn any personal information
about other users?

Apps should not need to leak information on a user’s locations or social networks
to other users.

All three protocols protect data of non-infected users, but only protocol 2 prevents
users from learning anything about infected users. Protocol 1 exposes their entire
trajectory. Protocol 3 leaks small amounts of information: identifiers encountered
by infected individuals. It is possible for a user to recognize identifiers they have
encountered and learn that the user to whom the identifier belongs is at risk.

6. Could external parties exploit your system to track users or infer
whether they are infected?

The system should take into account the risk of external adversaries, including
well-resourced ones.

Both protocols 2 and 3 force phones to broadcast an identifier. An entity could
install Bluetooth trackers to cover a city, or install malicious code on phones,
and record the identifiers that they observe in specific locations. In our research
[21], we showed that trackers installed on the phones 1% of London’s population
would allow an attacker to track the real-time location of over half of the city.
Protocol 3 makes this attack much more difficult, as the identifiers change every
hour.

7. Do you put in place additional measures to protect the personal
data of infected and at risk users?



The system design may require revealing more personal information about users
who are infected or exposed. But these are often the people who are more
vulnerable and at risk.

Protocol 1, and to some extent protocols 2 and 3, require infected users to share
more data. Users at risk are however safe in protocol 1 and 2, but not in protocol
3, where some of the identifiers that they have used are published.

8. How can we verify that the system does what it says?

Large-scale contact tracing is too sensitive to rely on blind trust. Transparency
is essential to prove that the app functions as advertised.

Transparency of the full system is absolutely fundamental to guarantee pri-
vacy. This requires open protocol specifications, but also public source code,
reproducible builds [24], and verifiability of what is being broadcasted by apps.

In the next few weeks, most of us are likely to install a contact tracing app
to help slow down the spread of coronavirus. The questions we propose here
represent a starting point for an informed conversation on the privacy risks of
apps we are being offered.

Importantly though, they cannot replace a full independent privacy audit. In-
depth formal analysis of the protocol is necessary before deployment and should be
published. Protecting privacy should rely on mathematical proofs of correctness,
with mitigation strategies considered only when necessary. Our questions focus
on privacy aspects, but ensuring security is similarly crucial. This means, for
example, supervising the integrity and authenticity of the crowdsourced data,
evaluating how mobile malware could affect the app’s behavior, or assessing the
resilience of the authority’s servers against intrusions.

Building a contact tracing app that allows all of us to participate in the fight
against COVID19 is possible, but it will require us to go beyond shallow reassur-
ances that privacy is protected.
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